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New Strategic Markets Expand

Long-Term Growth Opportunities

Data Center PC Gaming Embedded Communications Automotive

$125B  $50B $37B $33B $32B $27B

$300B v



REVENUE SUMMARY FY 2022

$23.6B

= Revenue of $23.6 billion grew 44%
y/y driven by higher Embedded,
Data Center and Gaming segment
revenue, partially offset by lower
Client segment revenue

$16.4B

= Pro forma'revenue of $24.1 billion,
up 20% compared to $20.1 billion in
2021, on combined AMD and Xilinx

company basis

FY 2021 FY 2022

1. See Appendices for Pro-forma revenue reconciliation.




Whatever You’re Requesting, AMD Is There

I Server Platforms ] I Commercial Client Platforms ] I EPYC Public Could Offerings ]
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RUN ON AMD EPYC™ CPUS

aws | D Alibaba Cloud | Baidu | GoogleCloud | 5 IBMCloud
AN Meta | % | Bm Microsoft Azure | &) Tencent Cloud | ,

AMD EPYC™ PROCESSORS HAVE BEEN DESIGNED INTO DATA CENTERS BY TEN OF

THE WORLD’S LARGEST HYPERSCALE COMPANIES

Use of third-party marks / logos/ products is for informational purposes only and no endorsement of or by AMD is intended or implied. GD-83

16 | AMD HPC Leadership in Cloud | July 2022 AMDn
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PERFORMANCE / WATT

Higher is better on this graph
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5nm
7nm | 6Gnm
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7nm v ! |
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All roadmaps are subject to change.
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4™ GEN AMD EPYC CPUs

Engineering Leadership efficiency, Full Solutions
leadership unmatched enterprise value Ecosystem

AMDZ

together we advance_
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Integer performance/watt Floating point performance/watt NLP throughput/watt using AVX512 VNNI

AMD EPYC™ AMD EPYC™
7763 | 64C280W 9534 | 64C280W

Endnote: SP5-068



(Normalized)

SPECrate®2017 int base
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Intel R{BE Intel &5 DEE AMD YEE

Year Intel 232 551 " AMD =32

FE ermy  meom WS BAE B
2018 |ntel 14nm 1.00 304 282 1.00 GF 14nm
2010 Pitel 1 Anm 1.20 364 701 2.49 TSMC 7nm Sis
2020 |ntel 14nm 110231k 397 i/ 2.54 TSMC 7nm ,r"
2021 |ntel 10nm 1.98 602 861 3.05 TSMC 7nm ,,/’
2022 ' [ntel 10nm 1.98 602 1790 6.35 TSMC 5nm Wi
2023 Intel 7 3.26 991 1790 6.35 TSMC 5nm

2017 2018 2019 2020 2021 2022 Q1'23
Intel AMD ----Expon. (Intel) =----Expon. (AMD)

As of 1/11/2023. See Endnotes SP5-021B.



Cloud Performance Leadership

Most Threads per Rack for Hvperscale Deplovments

1790 Ath Gen AMD EPYC™ CPU

~1.8x

Performance
vs. Competition

991 261

4th Gen Xeon® Platinum 3rd Gen EPYC™ 4th Gen EPYC™ 2P Integer Throughput

8490H 7763 9654 SPECrate®2017 int base

60 Cores 64 Cores 96 Cores

™ 9004 Series - EMEA Partner Training Results May Vary. See Endnotes SP5-013B
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Servers needed >10,000 total SPECrate®2017 int base score AMDZ\

13 AMD EPYC™ 9004 Series Processor Performance *2P SPECrate‘“)2017_int_ba_se scores on published scores at SPEC.org to meet 10,000 total base score at the rack level found as of 11/10/22. See SP5-041A. together we advance_
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H/DRYEIRER - B/AOBIINGE - BRI HERRYFE (R
10,000 73 B EEE RMBE (SPECrate® 2017 _int_base)
[EER BYSR EE R

2P INTEL® 2P AMD
Platinum 8490H EPYC" 9654

EPYC Savings

Estimated)

13% =veoe AMD EPYC FIBSI2{#

46% £ EOPEXPE(E
540, =FTCOMKRIE"

Ei:ﬂ up to
- S A50 54 GRR R EES

== S up to
L1 45i=cmene

Integg;icore A ~4-3 HEEBBZMEE
el G :
! I
1320 Cores 1152 Cores
kWh per year ~95k kWh per year

SPEC®, SPECrate® and SPEC

CPU® are registered trademarks of See endnote SP5TCO-032

the Standard Performance Analysis based on the AMD EPYC™ Bare Metal Server & Greenhouse Gas Emission TCO Estimation Tool - version 6.80.
AMD processor pricing based on 1KU price as of Jan 2023. Intel® Xeon® Scalable CPU data and pricing from https://ark.intel.com as of Jan 2023. All pricing is in USD.

Evaluation Corporation _See . 1 TCO time frame of 3-year and includes estimated costs for real estate, admin and power with power @ $0.16/kWh with 8kW / rack and a PUE of 1.7. Software cost as well as networking and storage power external to the server are not included in this analysis. 2Values are for USA.
www.spec.org for more information.
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3"d and 4th Gen EPYC™ CPUs Lead in Performance/Server Watt

Performance to Power Ratio
E'. [ ] u] ll:lI Qo0
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2P 56C Xeon® Platinum 8480+
% the 100% throughput —
higher idle

Performance to Power Ratio

15,000 20,000 25,000 30,000

23,505 D'u'eralll ssj_ops/watt
100% P
90%
80% paRE1
b 28,721
60%

50%

Target Load

40% pAR RS
E[% 17,294

20%
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2P 64C EPYC™ 7763
Higher ssj_ops/W - every target
level of CPU utilization
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Average Active Power (W)

2P 96C EPYC 9654

Overall highest ssj_ops/W —
efficient use of W @ target levels

As of 1/11/2023. See Endnotes SP5-011C.
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$13,080 1Ku, 540W CPU TDP total

{E0] Z 155, B ERAE IR =BG

Y e

1 P 64C AMD EPYC™ vs. 2P 32C Xeon® 8454H FXL 8 & S Q0 5E

522

656

$9,087 1Ku, 400W CPU TDP total

16 AMD EPYC™ 9004 S

64 Total Cores

eries -

4th Gen Xeon® Platinum

2x 8454H

EMEA Partner Training

4th Gen EPYC™

1x 9554P

64 Total Cores

4th Gen AMD EPYC™ CPU

26% BB 2 BE

26% B/ DTHEE
BB cPU R

vs. Competition

1P EPYC™ vs. 2P Xeon® CPUs
Integer Throughput

SPECrate®2017 int base

Results May Vary. See Endnotes SP5-069A.
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SPECrate®2017 int_base score
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Fewer Servers, Less Power, Leading to Lower Emissions
1P 64C 4th Gen EPYC™ vs. 2P 32C 4th Gen Xeon® CPU-server solution

2pxeon® EPYC Savings  ipepvem
Platinum 8454H e 9554P

7,500 SPECrate®2017_int_base _
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ey = — -
= —
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960 Cores 768 Cores
~184k kWh per year ~105k kWh per year

See endnote SP5TCO-029

SPEC®, SPECrate® and SPEC CPU® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information.

Analysis based on the AMD EPYC™ Bare Metal Server & Greenhouse Gas Emission TCO Estimation Tool - version 6.80.

AMD processor pricing based on 1KU price as of Jan 2023. Intel® Xeon® Scalable CPU data and pricing from https://ark.intel.com as of Jan 2023. All pricing is in USD.

1 TCO time frame of 3-year and includes estimated costs for real estate, admin and power with power @ $0.16/kWh with 8kW / rack and a PUE of 1.7. Software cost as well as networking and storage power external to the server are not included in this analysis. 2Values are for USA.
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2.50

2.00

1.50

1.00

0.50

0.00

UNDENIABLE 4™ GEN EPYC™ CPU LEADERSHIP

1.81

0.87

0.61

9654

SPECrate®2017
_int_base

Normalized Performance to 4th Gen Xeon® CPUs

2.24
2.09 205
1.84

1-45 1.41

1.17
1.05 4

1.04 4 1.02 1

0.63

No 4t Gen EPYC published yet

SPECrate®2017 SPECjbb®2015 SPECpower_ssj® SAP® SD 2-tier  4-host VMmark® 3.1 v-Ray Rendering
_fp_base MultiJVM critical- 2008 VSAN™
jOPS

m3rd Gen Xeon = 3rd Gen EPYC m4th Gen Xeon 4th Gen EPYC

AMDA1

As of 1/11/2023. See Endnotes MLN-129A, SP5-009D, SP5-011C, SP5-013B, SP5-038B, SP5-056A, SP5-100, SP5-104. together we advance_



By Model Floating-Point Throughput Performance Comparisons

Floating -Point Throughput - Est. SPECrate®2017_fp_base - sorted by performance Top GOC Xeon 8490H = 1020
w2 sec oo m— Top EPYC 9654 leads by 45%
48C EPYC 9474F beats it by 13%

M 2x 64C 9534 1160
W 2x 48C 9474F 1150
2x 84C 9634 1120 —_
W 2x 48C 9454 1080 AII >_48C EPYC CPUS a” >1000

m 2x 60C 8490H 1020
M 2x 32C 9374F 956
M 2x 32C 9354 892

829 Top 32C Xeon 8462Y = 675 est.

2x 24C 9274F 755

wracorss ol a EPYC 9374F leads by ~42%

e g2 575 EPYC 9334 has exceptional
perf/CPU$ & PPW

2x64C 7713 610
m2x16c9174F [ 597

2x 56C 7663 596
m 2x 40C 8380 . ¥y

e Top 24C Xeon 6442Y = 568 est.
st iy EPYC 9274F exceeds by ~33%
2x 32C 7543 531

m 2x 32C 8362 561

2024€ 7473 507 16C EPYC 9174F edges

e s 0 LEGEND
oo E— Ml Fuv.«» GenPYC™ Top 16C Xeon 6444Y = 498 est.
nacss  E— 2T [Jest ancenerve EPYC 9174F leads by ~20%

b o Pub. 3 Gen EPYC EPYC 7313 competitive choice for

2x 16C 7373X 401

mcisceus I 373 Ml Pub. 4" Gen xeon® perf/CPU$ & PPW
2x 16C 7343 375

th ®
2x16C 7313 369 D Est. 4" Gen Xeon

2x 8C 72F3
rd ®
W 2 8C 6334 Pub. 39 Gen Xeon

AMDA1

20 As of 1/11/2023. See Endnotes SP5-009D, SP5-024C, SP5-025B, SP5-026A, SP5-027B. See slide 56 for source information. together we advance_



HPC Per-Core Performance Leadership

Faster Time to Discoverv at Faual Core Counts

0.004

Weather Forecasting Computational Fluid Dynamics Finite Element Analysis - Explicit
~7 W WRF® ~1 7Y Ansys Fluent® ~1 7Y Altair Radioss™
-CONUS 2.5km S - 2022 R2 Test Cases - - Neon test case

2P AMD EPYC™ 9374F (32C) vs. 2P Xeon® Platinum 8362 (32C)

AMDZ

21  AMD EPYC™ 9004 Series Processor Performance Results may vary. As of 11/10/2022, see endnotes SP5-033, -035A, -037. tOgEthEl‘ we advance_



HPC Throughput Performance Leadership

Faster Time to Solution With Higch Core Counts and Memorv Bandwidth

Weather Forecasting Computational Fluid Dynamics Finite Element Analysis - Explicit
~7 q WRF® ~7 q Ansys Fluent® ~J 7 G Altair Radioss™
= Y -CONUS 2.5km - Y - 2022 R2 Test Cases - Y - Neon test case

2P AMD EPYC™ 9654 (96C) vs. 2P Xeon® Platinum 8380 (40C)

AMDZ

22 AMD EPYC™ 9004 Series Processor Performance Results may vary. As of 11/10/2022 See endnotes SP5-032, -034A, -036. together we advance_



Ermabhlime Carmmiaota Gafhuarmara E~rancvuctam

Database Analytics
Database

HPC & Al

SDS

HCI / Orchestration
Security

ON

cLoUDZRA  (® couchbase

Exasol @& influxdata®

O Altair

Ansys 5 pessaur

(OJCLDUDIAN' Excelero

S

databricks

DATAST H:;_.t @ elastic @ MarkLogic' . mongoDB. splu nk>

Microsoft 5 : .
Eel = ORACLE @ rosigresal redislcabs ﬁy TigerGraph
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@®ceph  %//StorMagic
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anJuna Scvysec il Fortanix' GRPC e OpenSSL O Profian
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GD-83: Use of third-party marks / logos/ products is for informational purposes only and no endorsement of or by AMD is intended or implied.
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AVAIl ABILF IN SYSTFEFMS O2 2027

AMD RYZEN™ PRO 6000 SERIES

AMDA

ZEN3+ RDNA?2 bnm

y ) AMD RDNATM 2 CONNECTED
ZEN 3+ CORE GRAPHICS TECHNOLOGY PLATFORM
Incredible Performance-per-Watt A Massive Leap in Performance Higher Processor Performance LPDDR5/DDR5, PCIE®4.0, USB4,

in x86 Mobile Processors For Notebook Graphics With Greater Power Efficiency WiFi 6E




HOW DOES THE RYZEN™ 5 PRO STACK UP?

CONDARINCG CSDECS AND EEATIHIRESCTND 1OTH CEN CORE |IE

Intel Core i5-1250P

Intel Core i5-1240P

MODEL AMD Ryzen™ 5 PRO 6650U ) AMD COMPETITIVE ADVANTAGE
Intel Core i5-1245U
Intel Core i5-1235U
PERFORMANCE P Series: 4 To'c Most advanced x86 technology
CORES U Series: 2 TECHNO enables leadership battery life
PROCESS 10NM (Intel 7) y hioh ‘ ¢
PERFORMANCE ore hig -per o-rmance Forgs or
faster multitasking, applications
MAX BOOST
(up to)
CACHE 12 MB Single, scalable part spans 15W —
SIMPLCITY 28W. Reduces complexity of
b Series: 28\ evaluation and ordering.
BASE TDP eres:

U Series: 15W

See endnotes GD-150, GD-203.

28 AMD FOR BUSINESS | RYZEN™ 5 PRO 6650U COMPETITIVE PRODUCT DECK | MAY 2022 | PID#: 221448402 AM D;l



HOW DOES THE RYZEN™ 7 PRO STACK UP?

MODEL

PERFORMANCE
CORES

PROCESS

MAX BOOST
(up to)

CACHE

BASE TDP

AMD Ryzen™ 7 PRO

6850U

6NM

4.7 GHz

20 MB

15-28W

Intel Core i7-1280P
Intel Core i7-1270P
Intel Core i7-1265U
Intel Core i7-1260P
Intel Core i7-1260U
Intel Core i7-1255U
Intel Core i7-1250U

P Series: 6
U Series: 8

10NM (Intel 7)

12 MB

P Series: 28W
U Series: 15W

CONDARINC CDECS AND EEATIHIRESCSTND 1OTH CEN CORE 17

AMD COMPETITIVE ADVANTAGE

TECHNOLOGY

Most advanced x86 technology
enables leadership battery life

PERFORMANCE

More high-performance cores for
faster multitasking applications

SIMPLICITY

Single, scalable part spans 15W —
28 W. Reduces complexity of
evaluation and ordering.




LEADING BATTERY LIFE WITH

AMD RYZEN™ PROCESSORS 29 HRS

« TOP-RANKED OVERALL BATTERY LIFE IN " onobietrrk 018
INDUSTRY-STANDARD BENCHMARK Up to

+45%

Better Teams battery life AMD Ryzen™ 7
PRO 6850U vs Intel Core i7-1260P

* LONGER BATTERY LIFE THAN THE
COMPETITION FOR MICROSOFT TEAMS.

* UPTO AN AMAZING 29-HOUR BATTERY LIFE Up to

FOR VIDEO PLAYBACK 29 H RS

Video playback battery life with the AMD
Ryzen™ 7 6800U in the HP Elitebook 865 G9

30 | AMD FOR BUSINESS | AMD RYZEN POWER EFFICIENCY | SEPTEMBER 2022 See endnotes RMP-32, RMP-33, RMP-39

AMDZ



AMD-BASED CHROMEBOOKS FOR EDUCATION MARKET

ENTRY

IMMERSIVE

— LEARNING

Lenovo

HP Chromebook c645 14”
AMD Athlon 3000 Series

Chromebook Spin 514 14”
AMD Athlon 3000 Series

v

Thinkpad Yoga C13 13”
AMD Athlon 3000 Series

HP Chromebook 14 c645”
AMD Ryzen 3000 Series

Chromebook Spin 514 14” AMD
AMD Ryzen 3000 Series

Thinkpad Yoga C13 13”
AMD Ryzen 3000 Series

Chromebook 15” Flip CM5
AMD Ryzen 3000 Series

COMING SOON
RYZEN™ and Athlon
7020C SERIES

HP Chromebook 14 c645”
AMD Ryzen 5000 Series

Chromebook Spin 514 14” AMD
AMD Ryzen 5000 Series



AMD 1

together we advance_data centers



APPLIANCES

SOLUTIONS

AMD EPYC™-BASED SERVER PLATFORMS

PERFORMANCE, FLEXIBILITY, SCALABILITY, SECURITY AND OUTSTANDING BUSINESS VALUE

 I—
D<A LTechnologies Hewlett Packard Lenovo <SUPERMICR\, e

Enterprise CISCO.
R6515 (1U1P) R7525 (2U2P) DL325 (1uir) DL385 (2u2pP) SR635 (1U1P) SR655 (2U1P) Ultra TwinPro UCS C125 UCS C245
R7515 (2u1P) C6525 DL345 (2u1P) Apollo SR645 (1U2P) SR665 (2U2P) WIO FatTwin UCS C225  CUCS 4200
R6525 (1U2P)  XE8545 DL365 (1uzp) 2000/6500 CloudDC  SuperBlade

AP el B BigTwin Mainstream
VxRail™ (VMware®) Nimble dHCI ThinkAgile HX (Nutanix)

XC Series (Nutanix™)

Microsoft® Azure
Stack HCI AX

ProLiant® DX (Nutanix)

SimpliVity™

ThinkAgile VX (vMware®)

FlashStack™ with PureStorage®

FlexPod® With NetAPP® "

*Note: Converged Solutions

VMware® ReadyNodes™

Dell EMC Ready Architectures
for VDI (Citrix & Horizon)

VMware® ReadyNodes
Azure Stack HCI

VDI Solutions (Citrix & Horizon)

ThinkAgile HX
Certified Node

ThinkAgile VX
Certified Node

VMware® ReadyNodes

VDI Solutions (Citrix & Horizon)

VMware® ReadyNodes

Reference Architecture for:
= VDI -Horizon

* Red Hat® Ceph

= Weka.lO

= QOpenStack®

= Kubernetes® / OpenShift®

Note: Solutions include 2nd and 3rd Generation AMD EPYC CPUs. Use of third-party marks / logos/ products is for
informational purposes only and no endorsement of or by AMD is intended or implied. GD-83

AMDZ



HPE 2023 Portfolio

with AMD EPYC™ Second, Third, and Fourth Generation Processors

Enterprise Apollo/Cray Supercomputmg Storage
| = Ilm-
B c:|=tAY
Apollo 2000 Gen10 Plus
d d ™
2" Gen & 3" Gen EPYC HPE EX HPE Alletra 6000
DL325 Gen11l DL365 Gen11l DL365 Gen10 Plus 27 Gen, 3/ Gen EPYC ™ 27 Gen EPYC™
4th Gen EPYC™ 4t Gen EPYC™ 27 Gen* & 3™ Gen EPYC™ & MI200
ApoIIo 6500 Gen10 Plus " E“
2" Gen, 3" Gen EPYC ™ 1. TsiEs
& MI100 ql
D¥fS Genld DX385 Gen10 Plus
en o
DL385 Gen1l DL345 Gen10 Plus Apollo 9000 2nd Gen EPYC
4th Gen EPYC™ 4th Gen EPYC™ 2" Gen* & 3™ Gen EPYC™ 2" Gen & 3™ Gen EPYC™
Cray XD 2000 Genll
: == === XF
aal VQE sl gE }
-
SimpliVity 325 DL325 Gen10 Plus v2 = U8 EAN D
impliVi i == ; ™
pliVity DL385 Gen10 Plus v2 enl0 Plusv o Boraroragil CIustericor £1000 2" Gen EPYC
2" Gen* & 3rd G EPYC™ d ™ rd ™ nd d ™
en rd Gen 3rd Gen EPYC 3rY Gen EPYC 4th Gen EPYC™ 2" Gen & 3 an EPYC
| ‘ * Partial 2" Gen EPYC™ Support




Lenovo releases new ThinkSystem V3 Servers

Powered by 4th Generation AMD EPYC™ processors

5»"» 4 k Lenovo

« SR635V3
« SR645V3

New System Mgt

Accelerated Compute

. World records for SPEC
ACCEL Peak and Base

» Upto 86% increase in
performance

+ SR655V3
+ SR665 V3

Enhanced Security

Compute with Confidence

Most reliable x86
platforms for the 8th
year*

« SR675V3

Delivered as a Service

Industry-leading performance

Lenovo and AMD have
amassed over 101 World
Benchmarking Records, more
than 2x Lenovo’s competition

Built for Al

Supercomputing leadership

Helping customers solve
humanities greatest
challenges with
Supercomputers

SD665 V3
SD665-N V3

Environmentally Friendly

7 new ThinkSystem
V3 Servers
* Workloads of any

size, for SMBs to
Hyperscalers

A proven portfolio that delivers performance when and where you need it most!

Lenovo 2022 Lenovo. All rights reserved.

Content provided by Lenovo and not independently verified by AMD.



Endnotes

GD-183: AMD Infinity Guard features vary by EPYC™ Processor generations. Infinity Guard security features must be enabled by server OEMs and/or Cloud Service Providers to operate. Check with your OEM or
provider to confirm support of these features. Learn more about Infinity Guard at https://www.amd.com/en/technologies/infinity-guard.

EPYC-018: Max boost for AMD EPYC processors is the maximum frequency achievable by any single core on the processor under normal operating conditions for server systems.

EPYC-028B: SPECpower_ssj® 2008, SPECrate®2017_int_energy_base, and SPECrate®2017_fp_energy_base based on results published on SPEC’s website as of 11/10/22. VMmark® server power-performance
(PPKW) based results published at https://www.vmware.com/products/vmmark/results3x.1.html?sort=score. The first 74 ranked SPECpower_ssj®2008 publications with the highest overall efficiency overall
ssj_ops/W results were all powered by AMD EPYC processors. For SPECrate®2017 Integer (Energy Base), AMD EPYC CPUs power the first 4 of 5 SPECrate®2017_int_energy_base performance/system W scores. For
SPECrate®2017 Floating Point (Energy Base), AMD EPYC CPUs power the first 8 of 9 SPECrate®2017_fp_energy_base performance/system W scores. For VMmark® server power-performance (PPKW), have the top
two results for 2- and 4-socket matched pair results outperforming all other socket results. See https://www.amd.com/en/claims/epyc3x#faq-EPYC-028B for the full list. More information about SPEC® is available at
http://www.spec.org. SPEC, SPECrate, and SPECpower are registered trademarks of the Standard Performance Evaluation Corporation. VMmark is a registered trademark of VMware in the US or other countries.

EPYC-038: Based on AMD internal testing as of 09/19/2022, geomean performance improvement at the same fixed-frequency on a 4th Gen AMD EPYC™ 9554 CPU compared to a 3rd Gen AMD EPYC™ 7763 CPU
using a select set of workloads (33) including est. SPECrate®2017_int_base, est. SPECrate®2017_fp_base, and representative server workloads.

SP5-009C: SPECrate®2017_fp_base based on published scores from www.spec.org as of 11/10/2022. Configurations: 2P AMD EPYC 9654 (1480 SPECrate®2017_fp_base, 192 total cores,
www.spec.org/cpu2017/results/res2022q4/cpu2017-20221024-32605.html) is 2.52x the performance of published 2P Intel Xeon Platinum 8380 (587 SPECrate®2017_fp_base, 160 total cores,
www.spec.org/cpu2017/results/res2022q4/cpu2017-20221010-32542.html).Published 2P AMD EPYC 7763 (663 SPECrate®2017_fp_base, 128 Total Cores, http://spec.org/cpu2017/results/res202194/cpu2017-
20211121-30146.html) is shown at 1.13x for reference. SPEC®, SPEC CPU®, and SPECrate® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information.

SP5-010B: SPECrate®2017_int_base based on published scores from www.spec.org as of 11/10/2022. Configurations: 2P AMD EPYC 9654 (1790 SPECrate®2017_int_base, 192 total cores,
www.spec.org/cpu2017/results/res2022q4/cpu2017-20221024-32607.html) is 2.97x the performance of published 2P Intel Xeon Platinum 8380 (602 SPECrate®2017_int_base, 80 total cores,
http://spec.org/cpu2017/results/res2021q2/cpu2017-20210521-26364.html). Published 2P AMD EPYC 7763 (861 SPECrate®2017_int_base, 128 total cores, http://spec.org/cpu2017/results/res2021q4/cpu2017-
20211121-30148.html) is shown at 1.43x for reference. SPEC®, SPEC CPU®, and SPECrate® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information.
NOTE: Red text only needs to be included with charts that show the 7763.

SP5-012B: SPECjbb® 2015-MultiJVM Max based on published scores from www.spec.org as of 11/10/2022. Configurations: 2P AMD EPYC 9654 (815459 SPECjbb®2015 MultiJVM max-jOPS, 356204 SPECjbb®2015
MultiJVM critical-jOPS, 192 Total Cores, http://www.spec.org/jbb2015/results/res2022q4/jbb2015-20221019-00861.html) is 2.85x the performance of published 2P Intel Xeon Platinum 8380 (286125
SPECjbb®2015 MultiJVM max-jOPS, 152057 SPECjbb®2015 MultiJVM critical-jOPS, 80 Total Cores, http://www.spec.org/jbb2015/results/res2021q4/jbb2015-20211006-00706.html). 2P AMD EPYC 7763 (420774
SPECjbb®2015 MultiJVM max-jOPS, 165211 SPECjbb®2015 MultiJVM critical-jOPS, 128 total cores, http://www.spec.org/jbb2015/results/res202193/jbb2015-20210701-00692.html) shown at 1.47x for reference.
SPEC® and SPECjbb® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org for more information. NOTE: Red text only needs to be included with charts that show the
7763.

SP5-022: Neural Magic measured results on AMD reference systems as of 9/29/2022. Configurations:2P EPYC 9654 "Titanite" vs. 2P EPYC 7763 "DaytonaX" running on Ubuntu 22.04 LTS, Python 3.9.13,
pip==22.12/deepsparse==1.0.2. BERT-Large Streaming Throughput items/sec (seq=384, batch 1, 48 streams, INT8 + sparse) using SQUAD v1.1 dataset; ResNet50 Batched Throughput items/sec (batch 256, single-
stream, INT8 sparse) using ImageNet dataset; YOLOv5s Streaming Throughput ([image 3, 640, 640], batch 1, multi-stream, per-stream latency <=33ms) using COCO dataset. Testing not independently verified by
AMD.



Endnotes

SP5-085: SPECrate®2017_fp_base comparison based on published scores from www.spec.org as of 11/10/2022. Comparison of published 2P AMD EPYC 9654 (1480 SPECrate®2017_fp_base, 800 Total TDP W, 192
Total Cores, $23610 Total CPU §, http://spec.org/cpu2017/results/res2022q4/cpu2017-20221024-32605.html) is 5.36x the performance of published 2P Intel Xeon Platinum 8180 (276 SPECrate®2017_fp_base, 410
Total TDP W, 56 Total Cores, $20018 Total CPU §, http://spec.org/cpu2017/results/res2019g2/cpu2017-20190506-13573.html) [at 2.75x the performance/W] [at 4.54x the performance/CPUS]. Published 2P Intel
Xeon Platinum 8380 (587 SPECrate®2017_fp_base, 540 Total TDP W, 80 Total Cores, $18718 Total CPU S, http://spec.org/cpu2017/results/res2022q4/cpu2017-20221010-32542.html) is shown for reference. AMD
1Ku pricing and Intel ARK.intel.com specifications and pricing as of 11/10/22. SPEC®, SPEC CPU®, and SPECrate® are registered trademarks of the Standard Performance Evaluation Corporation. See www.spec.org
for more information.

SP5TCO-009K: As of 11/10/2022 based on AMD Internal analysis using the AMD EPYC™ Bare Metal Server & Greenhouse Gas Emission TCO Estimation Tool - version 6.35 estimating the cost and quantity of 2P AMD
EPYC™ 9654 powered servers versus 2P Intel® Xeon® 8380 based server solutions required to deliver 8500 units of integer performance. Environmental impact estimates made leveraging this data, using the
Country / Region specific electricity factors from the '2020 Grid Electricity Emissions Factors v1.4 — September 2020', and the United States Environmental Protection Agency 'Greenhouse Gas Equivalencies
Calculator'. This scenario contains many assumptions and estimates and, while based on AMD internal research and best approximations, should be considered an example for information purposes only, and not
used as a basis for decision making over actual testing. The analysis includes both hardware and virtualization software components. For additional details, see https://www.amd.com/en/claims/epyc3x#faq-
SP5TCO-009K.



DISCLAIMER AND ATTRIBUTION

The information contained herein is for informational purposes only and is subject to change without notice. While every precaution has been taken in the preparation of this document, it may contain
technical inaccuracies, omissions and typographical errors, and AMD is under no obligation to update or otherwise correct this information. Advanced Micro Devices, Inc. makes no representations or
warranties with respect to the accuracy or completeness of the contents of this document, and assumes no liability of any kind, including the implied warranties of noninfringement, merchantability or
fitness for particular purposes, with respect to the operation or use of AMD hardware, software or other products described herein. No license, including implied or arising by estoppel, to any intellectual

property rights is granted by this document. Terms and limitations applicable to the purchase or use of AMD’s products are as set forth in a signed agreement between the parties or in AMD's Standard
Terms and Conditions of Sale.

Timelines, roadmaps, and/or product release dates shown in these slides are plans only and subject to change. "Rome", "Milan", "Genoa", "Zen", "Zen2", "Zen3", and "Zen4" are codenames for AMD
architectures, and are not product names.

©2022 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, AMD EPYC, Infinity Fabric, and combinations thereof are trademarks of Advanced Micro Devices, Inc. Other product
names used in this publication are for identification purposes only and may be trademarks of their respective companies. Microsoft SQL Server is a trademark of Microsoft Corporation in the US or other
jurisdictions, PCle - PCle is a registered trademark of PCI-SIG Corporation, Oracle is a registered mark of Oracle and/or its affiliates, Radioss is a trademark of Altair Engineering, Inc. SPEC®, SPECrate®, and
SPECpower® are registered trademarks of Standard Performance Evaluation Corporation. Learn more at spec.org. More information about SPEC® is available at http://www.spec.org. VMmark is a
registered trademark of VMware in the US or other countries.



3RD GEN AMD EPYC™ CPU WITH AMD 3D V-CACHE™
THE LEADER FOR TECHNICAL COMPUTING WORKLOADS

AVERAGE PER-CORE PERFORMANCE UPLIFT

UPTO

88%

UPTO
UPTO

539, 37% 477

Ansys Fluent® Altair Radioss® Ansys LS-DYNA® Ansys CFX°®

Fluid Dynamics Structural Analysis FEA Explicit Fluid Dynamics

2P XEON® 8362 | 2P EPYC™ 7573X
32 CORES 32 CORES

1-node, 2x AMD EPYC 7#73X vs same core count 3¢ Gen Xeon Platinum. Results may vary. RESULTS MAY VARY. SEE ENDNOTES: MLNX-010A, -014, 017, -019  AMD &\



TN

AP THE BEST GETS BETTER
300+ B4R SrEEE

B FAEES

8 ERM/SCM Business

48 Enterprise server-side Java®
18 Enterprise Energy Efficiency
4 FinTech
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16 Business Intelligence 73 Massively Parallel applications
6 Structured Database Management 37 Modeling & Simulation
2 Unstructured Analytics Database 16 Floating Point Compute Intensive apps
O Al Platform/Text & Media Analytics 12 HPC Energy Efficiency
O E RS | REEEEIE i HESN
23 Cloud and Virtualization 5 Rendering
15 Integer Performance/General Purpose
8 Integer/General-Purpose Energy Efficiency % BIfIAR 7S

3vm Energy Efficiency

AMD EPYC™ Family of Processors as of 11/10/22, see amd.com/worldrecords for the full list
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https://www.amd.com/worldrecords

Advancing AMD EPYC™ CPU Leadership

Cloud HPC Enterprise

~3x Performance vs. Competition 2-5x Performance vs. Competition 2-8x Performance vs. Competition
- - - (15m (165,211 critical-jOPS) (356,204 critical-jOPS)
2p 3::: GenXeon®  2p 3rd Gen EPYC 2P 4th Gen EPYC 2P 3;‘::;1’:0“ 2P 3rd Gen EPYC 2P 4th Gen EPYC 2p 3:;: ?_en Xeon® 2P 3rd Gen EPYC 2P 4th Gen EPYC
atinum 7763 9654 7763 9654 Sl 7763 9654
8380 \ J 8380 \ J 8380 \ J
Integer Throughput Floating-Point Throughput Server-Side Java® Max Throughput
Cloud Service Providers High Performance Computing Enterprise IT
. Design & Research & Machine Super . A
EENLEES Search Social EN Simulation Academia e AT Virtualization SDS/HCI Hadoop NoSQL
B B
SPECrate®2017 int base SPFCrate®2017 fo base SPECibb®2015 MultiJVM max-iOPS (critical-iOPS)

AMDZ

Results May Vary. See Endnotes SP5-009C, SP5-010B, SP5-012B. together we advance_
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44 AMD EPYC™ 9004 Series Processor Performance *1P/2P SPECrate®2017_int_base scores on puﬁshed scores at SPEC.org to meet 10,000 total base score at the rack level found as of 11/10/22. See endnote SP5-090. together we advance_
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DECISION SUPPORT TPC BENCHMARK™ H @ 1000GB SF

WITH SQL SERVER® 2022
(higher is better)

1.4x

fR(KE=

824,963 QphH ,150,
48 total cores 32 total cores
2P 2nd Gen 2P 4th Gen
Xeon™ Platinum AMD EPYC™
8268 0174F

46  AMD EPYC™ 9004 Series Processor Performance

RAE R A42%

PRICE/TPC BENCHMARK™ H @ 1000GB SF
WITH SQL SERVER® 2022
(lower is better)

v42%

$459.50/QphH
SQL Server 2019 SQL Server 2022
2P 2nd Gen 2P 4th Gen
Xeon™ Platinum AMD EPYC™
8268 9174F

As of 11/10/2022, see endnote: SP5-089.
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17 servers

2P Intel® Platinum 8490H

2040 Cores
~245k kWh per year

VS.

11 servers

2112 Cores

~175k kWh per year

2P AMD EPYC™ 9654

Ath Gen AMD EPYC &

s b

E?Mt =l
n= |:|2

2000 VMs @ 1 CPU core and 8GB memory per VM

35% 29% 46%

8/ 0MaEl k=3 B/ DINFE CAPEX &

21%
PRIKES
VMBZZIKZ

See Endnote SP5TCO-036



AMD EPY
Cpu- poweréd LO

saitowiy | T

SOLUTIO

GENERAL PURPOSE
ENTERPRISE IT APPLICATIONS

4 Mé6a - General Purpose 3™ Gen EPYC™
aWS Up to 10% lower cost vs 4 M5a/M5ad - General Purpose
- comparable x86 EC2 instances* 4 R5a/R5ad - Memory Optimized
4 T3a-Burstable General Purpose
4 Dasv5 - General Purpose on 3™ Gen EPYC™
Bl . ACU Score 4 Easv5 - Memory Optimized on 3™ Gen EPYC™
MICI‘OSOft Azure Leadership HPC 4 Dav4 - General Purpose
]
Confidential VM 4 Eav4- Memory Optimized
4 Lsv2 - Storage-optimized
4 N2D-standard - General purpose
Up to 13% cost savings vs N1 instances 4 N2D-highmem - Memory Optimized
e Google ClOUd Confidential VM** 4 N2D-highcpu - HPC Optimized
4 T2D-TauVMs on 3 Gen EPYC™
. 4 Standard E2 - General Purpose
ORACLE Excellent per/$ and sizing flexibility 4 Standard E3 - General Purpose with Flex Sizing
CLOUD 4 Standard E4 - Flex Sizing on 3™ Gen EPYC™ (New)

| G O G N

A A

s &
a — o
: a
:
HPCVMS
COMPUTE INTENSIVE APPLICATIONS

Hpc6a - HPC Optimized on 3rd Gen EPYC™
C6a - Compute Optimized on 3rd Gen EPYC™
C5a/C5ad - Compute-optimized

G4ad - CPU+GPU optimized

Nwv4 - Remote Workstation / Desktop
HBv2 - HPC Optimized
HBv3 - HPC Optimized on 3 Gen EPYC™ (New)

N2D-highcpu - Compute Optimized
C2D - HPC Optimized on 3™ Gen EPYC™

[N

[N

CONFIDENTIALVMS
SECURITY SENSITIVE
APPLICATIONS

DCasv5 General Purpose CVM
ECasv5 Memory Optimized
CVM

N2D Confidential VMs
N2D, C2D, GKE Confidential VMs
on 3 Gen EPYC™ (Coming Soon)

*https://aws.amazon.com/ec2/amd/
**https://cloud.google.com/blog/products/compute/announcing-the-n2d-vm-family-based-on-amd
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