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Microsoft

— Hyper-V

Convert and - Reduce
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1. Add Source/Destination site 2. Create Resource Group

Resource Group Details () SelectVirtual Machines @) Destination Details  (2) Boo order and bl

Migration Details

Destination Site

HyperV-Dest

Destination Hyper-V

HV-Mgmt-Cluster fpme.sa

Datastore -> Qtree Mapping

ESXi_datastore - EsXi qtree

Destinatian

4. Migration

Create New Blueprint ) Plan and Site Details ~ (¥) Select Resource Groups ) set Execution Order ) Set VM Details 5) Schedule
Migrate Steps

Migration Plan: HyperV-Migration

Triggering VM snapshots for resource groups at source before disk conversion (in paralle
Windows administrator NetApp!23 = Apply To All

Powering off VMs in protection group - DEM

IP Config
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o l Document Data .rtf Properties B - =
- Cd
7 i is | Previous Versions - . Snap2
& Share el I g SnapMirror Snap3
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View online i are saved automatically to your computer’s hard disk E SnapvaU|t
Always keep on this device ONTAP
Free up space File versions:
; v

Open with > Name Date modified
Give access to > 4 Today (3)
Restore previous versions [\\‘ (| Document Data .itf Snapl

5| Document Data .itf n 2
Send to b . Snap

5| Document Data .rtf Snap3
Cut
Copy g rootfunixl:/home/useri/data o >

[rootRunixl )¢ 1ls -la L
Create shortcut
2 root root 4096 28 mai 21:45 .
Delete root 4096 2 avril 15:54 ..
OR 1 root root 69 28 mai 21:45 Document Data.rtf
Rename S root root 4096 28 mai 21:45 .s shot
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SnapCenter
FE FAfE T B b — B M D Bl IR

Data security &
Ransomware

m F—EUE{REE: Eliminate Data Silos by protecting On-premises protection
ONTAP, Azure Netapp files, AWS FSxN

m HURL 2B Safeguards data and snapshots, preventing sl Zimaiete
tampering and ensuring their integrity and security using
SnapLock and tamper proof snapshots @ @

B [FEIBIFARCR: Incremental forever app -consistent backups, NetApp

100% space efficient clones and rapid restores are offered
SnapCenter
Improved ,Reduced

free for ONTAP, ANF, FSxN customers.
Agility &

B {PEIRZEE: Designed to meet the demanding requirements of Flexibility Hee
enterprise environments, offering scalability, high ) @
availability(HA), RBAC, Disaster recovery(DR) and seamless @‘9

integration with existing infrastructure

Ready
(... ]
(oo ]

B SHEEMN: SnapCenter offers flexibility to automate
workflows in CLI, GUI, and REST API.
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Locked down snapshots
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You can leverage the full Integrated storage
spectrum of ONTAP® efficiency:
storage:
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Home  Virtualization Backup  Email Security

G TIEAEE

Downloads Services Partners  About

GetHelp w  Buy now Q )

Simplify your data center.

Proxmox delivers powerful, enterprise-grade solutions with full access to all functionality for everyone - highly reliable and secure.
The software-defined and open platforms are easy to deploy, manage and budget for.

Proxmox
Virtual Environment

Proxmox Virtual Environment is a complete
open-source platform for enterprise
virtualization. With the built-in web interface
you can easily manage VMs and containers,

software-defined storage and networking, high-

availability clustering, and multiple out-of-the-
box tools using a single solution.

About Proxmox Virtual Environment

Proxmox
Backup Server

Proxmox Backup Server is an enterprise backup
solution for backing up and restoring VMs,
containers, and physical hosts. The open-
source solution supports incremental backups,
deduplication, Zstandard compression, and
authenticated encryption.

About Proxmox Backup Server

Grow faster together.

Proxmox
Mail Gateway

Proxmox Mail Gateway is an open-source email
security solution that protects your mail server
against all email threats from the moment they
emerge. The full featured mail proxy can be
easily deployed between the firewall and your
internal mail server in just a few minutes.

About Proxmox Mail Gateway
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PROXMOX
SILVER PARTNER

@ proxmox.com

X PROXMOX e e [G

Home  Virtualization  Backup  Email Security Downloads  Services Partners  About

i

Explore All Partners Become a partner

Filter - Partners Jason Tools Co., Ltd.

Partners v

Partner

Contact @
Partner Type v Street: 1F, No. 3, Ln. 71, Songshan St., Beitun Dist.

> Reseller partner

Zip code: 406 Ao TN axs
» Training partner 2 : : f ED é Ig%ﬁ

City: Taichung City, Taiwan T e i

Hosting partner Email: service@jason.tools

Solution partner Website:  https://www.jason.tools

Comtry T
> Africa

> Asia

> Europe

> Latin America
> Northern America

» Oceania - Australia

Products Resources Newsletter
Proxmox Virtual Environment Community r
Email *
Proxmox Backup Server Developers
Proxmox Mail Gateway Success Stories

| agree with the terms and conditions *
Downloads Press Room
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189 (ail) ERIEER for Microsoft Windows 2000 brings
198 (pvel) the power of Web computing to You can manage 11S through the
|—‘—| D D 3 Windows. With 1IS, you can easily Windows 2000 Computer
/ 201 (pve2) share files and printers and create Management console, or by using
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Wazuh unifies historically separate functions into a single agent and platform architecture.
Protection is provided for public clouds, private clouds, and on-premise data centers.
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® Configuration Assessment ® Threat Hunting
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ifupdown2 3.2.0-1+pmx7 3.2.0-1+pmx8 Network Interface Management tool similar to ifupd...

ifupdown2 is ifupdown re-written in Python. It replaces ifupdown and provides the same user interface as ifupdown
for network interface configuration. Like ifupdown, ifupdown2 is a high level toal to configure (or, respectively
deconfigure) network interfaces based on interface definitions in /etc/network/interfaces. It is capable of detecting
network interface dependencies and comes with several new features which are available as new command
options to fupfifdown/ifquery commands. It also comes with a new command ifreload to reload interface
configuration with minimum disruption. Most commands are also capable of input and output in JSON format. It is
backward compatible with ifupdown /etc/network/interfaces format and supports newer simplified format. It also
supports interface templates with python-mako for large scale interface deployments. See
fusr/share/doc/ifupdown2/README rst for details about ifupdown2, Examples are available under
lusr/share/doc/ifupdown2/examples.

libpve-rs-perl 0.8.7 0.8.8 PVE parts which have been ported to Rust - Rust s...

This package contains the source for the Rust pve-rs crate, packaged by debcargo for use with cargo and dh-
cargo.

pve-manager 8.13 814 Proxmox Virtual Environment Management Tools

This package contains the Proxmox Virtual Environment management tools.
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