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Evolution of Al
Agentic Al Enables More Powerful Al Applications
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AGENTIC Al
CODING ASSISTANT
CUSTOMER SERVICE
. PATIENT CARE
&

GENERATIVE Al
DIGITAL MARKETING
) CONTENT CREATION
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Reported use of Al in at least one business function continues to increase.

Use of Al by respondents’ organizations, % of respondents

Phase of Al use among organizations

Organizations that use Al in at least 1 business function’
using Al in 2025

100
| Fully scaled: Al has been

fully deployed and integrat-
ed across organization

| Scaling: Growing the
deployment/adoption of
Al across organization

Use of Al

| Piloting: Implementing
Al for a first use case in

Use of gen Al the business

33

20 32 | Experimenting: Any use
or early testing of Al

0 I

20017 2018 2019 2020 2021 2022 2023 2024 2025

the definition was embedding at least 1 4
in at least 1 function, and in 2025, the defini-

e In &

zation has ad

rganization’s busir
efinition was that tf

tion

Source: McKinsey Global ¢

McKinsey & Company

Ref https://www.mckin .com/c biliti uantumblack/our-

insights/the-state-of-ai

¥ &) BRAH

www.fongcon(om tw

Companies have invested billions into Al,

95%|getting zero return
The Root Cause: The Learning Gap

The report's central explanation is that the core barrier is learning rather than infrastructure, regulation, or
talent: "Most GenAl systems do not retain feedback, adapt to context, or improve over time."

Exhibit: Why GenAl pilots fail: top barriers to scaling Al in the enterprise
Users were asked to rate each issue on a scale of 1-10

Challenging change management
Lack of executive sponsorship

Poor user experience

Model output quality concerns

Unwillingness to adopt new tools

4 5 6 7 8 9 10

o
=Y
N
w

Ref https:/campustechnology.com/articles/2025/08/26/mit-report-most-
organizations-see-no-business-return-on-gen-ai-investments.aspx

EiE GARTNR #%5t -
EETETE 2024 £EHEE 190 BEETT

HERI Al FTELE, {BFEI 30% 89 Al 18
SEHEH CEO ¥ Al HERHmEIIRE.

Ref: https://www.gartner.com/en/articles/hype-cycle-for-

artificial-intelligence
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On-Prem Al & E

- @ ) are shifting workloads
Cloud repatriation — 83% ..« on-prem’

~2 h of GenAl workloads
Colocation adoption 555'5' 45%  hosted in 3 party data
L+ center?
6/\ are hybrid cloud, 32%
Hybrid IT dominance == 62% planning to adopt within
= 12 months3

Cloud cost overruns,

Control [g’ $$$ compliance and

sovereignty

12024 CI0 Survey (Barclays)
23 2025 State of the Data Center (Foundry/Coresite)
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Accelerated Computing Training and Inference Tools Al Expertise
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Nvidia Inference Microservices(NIM) L St

CONTAINER1 CONTAINER N

Inference Microservices for Generative Al

SUR Raalhi oot Accelerated runtime for generative Al

Container 0OS User Space

Docker ENGINe «++cereessearressarsassncsnnnnny

Industry Standard APIs
Text, Speech, Image,
Video, 3D, Biology

CUDA Driver
HOSt OS creetrecccentnsntnacesensscnasesascncsncnssiaes
£ TensorRT LLM and Triton
. cuBLAS, cuDNN, In-flight Batching, Memory
Triton Inference Server Optimization, FP8 Quantization
cuDF, CV-CUDA, DALI, NCCL, Post
Processing Decoder,
Optimized Model
Single GPU, Multi-GPU, Multi-Node
Cloud Native Stack
GPU Operator, Network Operator,
Customization Cache
P-tuning, LORA, Model Weights

Enterprise Management
Health Check, Identity, Metrics, Monitoring,
Secrets Management

Kubernetes

NVIDIA CUDA

[ ] Origin source: nvidia NPN training material

17



DEEP
LEARNING

HPC
APPS

HPC
VISUALIZATION

¥ &) EER

www.fongcon.com.tw

GPU OPERATOR
NVIDIA Driver

NVIDIA Container Runtime
NVIDIA Kubernetes Device Plugin

NVIDIA GPU Monitoring

KUBERNETES

CONTAINER ENGINE

LINUX DISTRIBUTION

SOFTWARE

Origin source: nvidia NPN training material
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Al Platform
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Repository
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Enterprise Cloud Native Platform

Storage Solution
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GPU Operator &£

GPU Operator Ecosystem

Enabling Infrastructure Teams

i A g
Container Platforms % [ )\ VMware Tanzu @ AmazonEKS ...
zure Kubernetes Google
Services (AKS) Kubernetes Engi
OPENSHIFT kubernetes AﬂthOS e

------------------------------------------------------------------------------------------------------------------

NVIDIA Certified Systems

Find the Support Matrix here: https://docs.nvidia.com/datacenter/cloud-native/gpu-operator/platform-support.html

[ ] Origin source: nvidia NPN training material
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Infrastructure Workload Resource
Provisioning Management Monitoring
Maintain a secure, up- . Easily provide data . Get detailed insights
to-date, and reliable Al scientists with all the for informed decision-
infrastructure tools and resources making
they need

Q Cloud Data Center JC_J[| Edge
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Infrastructure Management A i

Image Management and Configuration Utilization Metrics Cloud Integration
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Workload Management T i
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Resource Monitoring 4 i

Health Monitoring and Remediation 3D Giduomgggggement and Reporting and Chargeback

1
Framework? Q
Libraries? (]

GPU Utilization (per GPU)

| User Jobs Runtime (s) CPU (S)
o @ bob 1 1804| 0.3608
Sl i charline 1 1804| 0.7216
v % dennis 2 3606| 1.0818
Memory? @ frank 1 1803| 0.1803

|
Rack Power? (@
Temperature? a

1

24
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Eh  EEREEEEER (F1H % Bright Cluster Manager)

EEIEE . £ 5 server MA BCM, AR, AR VM, B

REER  BEKE metrics (AILLBEREENTE), ENRFERI GPU Th#E. JEE. NVLink iAKRE, T8 53 Al ik &R s
GPU & : £7& NVIDIA BIEZ4-ER a & 2 (e.g. GPU Driver)

Kubernetes ¥ 8& : HEHRFABRH#EEES, AERANEEE Kubernetes

[

Cluster

Welcome to

Base Command Manager software automates the process of building and managing modern high-performance
Linux clusters, eliminating complexity and enabling flexibility.

Cluster Utilization

Base View kubernetes

Base View CM API Docs User Portal Kubernetes Dashboard
The wel ication for clust API documen U View the state of the cluster. Th General-purpose web Ul for

0)

DPUNadaal. DPUNSdesT..

Kubernetes Grafana

0 o)
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A workload management system is highly recommended to run compute jobs. Please choose the one that should be

configured or choose 'None’ to prevent configuration.

Please select workload manager:

)
) PBSWorks
N slurm

workicad manager

PBS Pro Slurm

Home > Dashboards

Job  nvidia-gpu-exporter = 144:9835 GPU  1f7e3ae1-7a26-8dd4-Bae9-fbébIebabdae

Name P-S..

Tesla V100 - PO
3.

Driver Versi. Vbios Version O o/
(+]

GPU Utilizat... Power Draw... Fan Speed %

GPU Clock .. Memory Clo. Memory All

Temperature Power Draw

17:00 17:05 17:10

Video Clock Speed SM Clock Speed

Temperature

Hivl Spectrum

BM Spectrum LSF

A Settings
© Last30minutes ~ @ O Refresh 10s v

Memory Utilization %

‘33 °C

Memory Ut

75 1

GPU Utilization %

1700 17:05 1710 175 17:2

Fan Speed %

Memory Clock Speed

SREBHR

www.fongcon.com.tw

Jupyter Wizard
o 2/ o o

Introduction

Settings Node Selection VNC Installation Summary

Jupyter Setup Wizard

Upload Custom Configuration (Optional)

If you have a custom configuration for the wizard, you can upload it here. The wizard will use the custom configuration
instead of the default one.

@ Upload Custom Config (YAML)

No file selected

Select File

Kubernetes Add User Wizard

o— 9@ 9 0 06

Select Cluster Select User Configure Security

User Options

Select Operators Summary

Available Operators

Please specify the operators to add to this user.

Spark-Operator

Cm-Kubernetes-Mpi-Operator
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545 9vm : cmsh (CLI)

£ headnode E@E A LMER ‘cmsh” #&1E

n EEREEAR up
cmsh -c 'device status'

m BEEFA network T

cmsh -c 'device list -f hostname,ip,mac,network’

m ST R R

cmsh -c¢ "device list"

m HEFE healthcheck #KEE
cmsh -¢ "monitoring measurable; list healthcheck"

3) ERAE
YA =SF
s é’” 1 WWW. fOﬂg(Or\ com.tw
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EXAMPLE: Head node &&&

NVIDIA EULA

Kernel modules

®

Hardware info Interface Network IP address
Installation source
Cluster settings

Workload manager

Network topology

o o o ok

Head node ens3:ipn v ipminet v 10.148.255.253 v

Compute nodes

BMC configuration

Networks

Head node interfaces
Compute nodes interfaces
Disk layout

Disk layout settings
Additional software
Ssummary

Deployment

Continue remotely Show config Back m
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NnvIDIA
Edit: Default Standard Layout X

NVIDIA EULA

Kernel modules The selected drivess are smaller than the recommended disk size (S00GB). For this reason the head node
disk layout defaults to the "One big partition’ layout. Davices ) . i =0

Hardware info

Disk layouts

Installation sourca

All devices Device properties jdev/sdaleo] |

Cluster settings :I eude delect & layoul fram the predefined list of node layouts. To view snd edit the ditk byoutl. chck the edit button |
isharw dav/sda

workload manager
sesd node digk Lyyout

One big partition - Lq ':E

Hetwork topology

Head node

Compute nodes disk layout Partitions Partition Properties
Compute nodes
e — Ione big partition | £ @ # Type Fllesystem Size Mount point Id:
Defsult Standard Layout i
Natworks . al linux xfs 206 /
Diskbeis ”
Head node interfaces a2 linux xfs 6G  lvar Partition type
one b rtition : I
Compute nodes interfaces " pa a3 linux uts 2G furnp W v
. 5TIG Compliant Layout ad linux swap 12G
Disk layout = ; Fllesystem:
One big partition (encrypted) a% linux xfs max [local
Disk layout settings ! ,
One big partition RAID 1 {encrypted) |
Additional &c
One big partition LvM (encrypted) - Size:
| G "

Mount point

Continue remalely Show config Back m ’




nvVIDIA

NWVIDIA EULA

Eernal modules
Hardwars info
Installation source
Cluster wettings
Warklosd manager
Matwark topology
Head nods

Compute nodes

BMC configuration
Metwarks

Head nods interfades
Compute nodes interfaces
sk Layout

Dhizk layout settings

additional seftware

DHCP

DHCP

DHCP

10, 141.255.254
18

Eurapefimaterdam
o.pool.ntp.org, 1.posl.ntp.org, 2. pool.ntp.org
Shurm

Othar

Othar

fdavisda

M

IPMI

CUDA, OFED stack [Mellamox OFED 24.10)

Continue remotely Show config

o [

nvibia

HNVIDIA EULA
Kermnal modules
Hardwars info
Installation source

Cluster settings

Workload manager
Hetwork topology

Head node

BMC configuration
Natworks

Haead node interfaces

Disk layout

Additrenal software

Summary

Deployment

g head node distribution pacicage

v had node BOM packages

g kel v Settng wp bootlosder

mitu Server 24.04 base software

SRR

www.fongcon.com.tw
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EXAMPLE: Base View (GUI)

@A NVIDIA. Base View
Cluster : #1 5 %@ Cluster Bk EE, BEES Cluster
Networking : B EfER#E1E, 1%E DHCP
lease #KAE
Provisioning : % 7 Ft A & image
Grouping : KB E 7 -
Devices : EE ¥ gaiAER :
Datacenter Infrastructure : = Hi4%iER, HE
HEE
HPC : & RE&EER
Cloud : E& public clouds ¥4 (e.g. AWS,
Azure)
Containers : R2ZEXEFE A, 10 Kubernetes
or Docker
Jupyter : B3 Jupyter
Monitoring : & &i#4# Health check
Identity Management : %& I # £ 0k S5 215

*
&
»

Cluster

Cluster Uitilization

(% &) ERRE
ong Co www.fongcon.com.tw

m= Maonitoring

Device Status

DevicesClosed DevicesDown DevicesTotal

ManagedSwi 5 Vil... ManagedSwi..
MVLinkSwitc

0

ModesUp

Power Shelve.

0
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EXAMPLE: EiB5‘E 1

(R un

Devices

Device Entities

Type Hostname Status MAC Category IP Network Actions
Head Node bem 1 1-headnode T Up BC:24:11:BD:29.... 172.16.147.254 internalr [

Physical Mode dgx-w T Up BC:24:1 1:FS:AF:A2  default 172.16.147.2 internalr [

Physical Mode dgx1 T Up AB:1E:B4:C3:5E:60 ¥ 172.16.147. internalr [
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Cluster Categories

Networking
Category Entities
Networks

Network Topology
Software Image Nodes Actions
DHCP Leases
- dafault-image #

- i ge Pl
Provisioning e =z
Grouping
Categories

Configuration Overlays

Node Groups

Llustar Mode Groups
Metworking
HodeGroup Entities

Metwarks

Q

l__] Actions
o : B

Network Topology

DHCF Leases

Prowisioning

Grouping

Categories
Configuration Overlays

Node Groups




Cluster
Networking

Networks

DHCP Leases

Provisioning
Grouping
Devices
All Devices
ce ldentification

Installer Interactions

ing

Software Images

Networks

Network Entities

Software Images

Softwarelmage Entities

Netmask Bits Base Address

nternal

nternal

nternal

Eernel Version

Domain Name

MNodes

Actions
&

SREBHR

www.fongcon.com.tw
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BCH 11.8 Cluster:base - Settings

Cluster name

BCM 11.0 Cluster

@ base @ bcmii-headnode

Name servers

Mame Servers |;'|r'|'_:-'~'||'!|'_'-::| |:'J',' D it the name servers prop
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EXAMPLE: &i&5 PXE-boot

e compute node RFERWEE L, FHMTETRE

Cluster Manager PXE Environment

AUTO - Normal node boot

MAIN ]|l'||i| to maintenance shell
RESCUE Start rescue environment
DRIVE Boot from first hard drive
MEMTEST atart Memtestdb

MEMPLUS Start Memtestib+

Pres [Tabl to edit opt ions

Automatic boot in 11 seconds...
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EXAMPLE: Kubernetes & O i

Insert basic values of the new Kubernetes cluster
Kubernetes cluster name ¢
Kubernetes domain name
Kubernetes external FQDN

Service network base address

Service network netmask bits
Pod network base address
Pod network netmask bits 16
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Please choose the operators to install

(N1 NVIDIA GPU Operator




<%é%%ﬂ&
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To add users to the cluster use: refer to "cm-kubernetes-setup --help'

To use kubectl load the module file: kubernetes/default/1.32

Common URLSs:
— Kubernetes API server: https://bcml@-headnode.nvidia.com:10443
- Kubernetes dashboard: https://dashboard.bcml@-headnode.nvidia.com:30443/
— Kubernetes dashboard: https://0.0.0.0:30443/dashboard/

## Progress: 100

Took: 12:24 min.
Progress: 100/100
HARHAHHHHHHAHRAH##H#H Finished execution for 'Kubernetes Setup', status: completed

Kubernetes Setup finished!
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RUN:AI

BhERER TEEK)




Nvidia Run:ai 1 4)BEmR

Data Engineering Experiment Tracking Modeling Training Model Serving

NVIDIA Run.ai

Al Lifecycle Integration Resource Management Workload Orchestration

Infrastructure
NVIDIA Cloud Service Providers OEMSs NVIDIA Cloud Partners
Workloads Running GPU Utilization

GPU Availability

10X 20X 5X




Al TEE S EGPUKREE 3 4) BT

. APl Run:ai Console Run:ai Command Line
' {Administraters & Researchers) (Researchers)

B B 2R GPU fRHEEEREERT S
m fRRERE . BIE4E# Kubernetes 7 GPU ) vubermetes | SR "
= " ) ™
ﬁj\ﬁa J: E"] B8 '%E Researcher
X . i s I\ Resource Gateway &Py
u &’Uﬁﬁ . 5 THEREER | MoEEIES Management L J
: r ~
MEFHE R HEBEHEE Moo P
sot:ﬂr:tgr;s «+ | Monitoring & API — I{sgun;ness s =
- Et;si:;:s Objects Analytics Gateway P ﬂl;itt:_c;t:}and "' N =
= e ! Scheduling @
L | ( Metrics I -
AM Aggre:galiun @
: " (cusomer data
\ Run:ai Contral Plane l Run:ai Cluster y.
LRun:ai Cluster

@ kkun:ai Cluster

Identity Provider
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&IEAR GPU EREEEN(ZBZ—)

¥ &) EER
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NVIDIA Run:ai 2t =B TFE#HHE - HEIFRASFRREPHREMRE :
+ Workspaces ( LF& ) : ZRHPERFRIEEEER - BESEHNRR
+ Training (A& ) : FITEREERIIRIERABIBEEFTEAEE RN ILIE
+ Inference ( ¥ ) : HEIIRFARELEE LR - RABIGHERRTE B
JE}aS BRI RV —PRES O WA RERE - MAGE SHAEEFRETE - P
B\ - EHF[E]A FREAY 31 4o B S
IDE / EEE CBHEY ipE ( RIEMHESTEEBEIHR (HE Y LA S EAE
P K A1 Jupyter - RStudio - [k EREEURE L HPEEANMm
VSCode )
o SBeR Furwde s o HECRASEE oT#Had @i rhhn R oTHHe b
BA G e A checkpoint
BC#EBOR FASEITECEE - PRIFEANE AECHRIRS]  THErTEY s o EcaVBCaRE E
BUE » BHIARGEL fic#s
TRy AR | ER-WECE - TTRE BEEA SRR - ISk AR ECERTT
e DGR AR AR AR TR T
HA RS sxat AR H G 8B vTHARC Run:ai AYBDRIACR SZIREBhRE 5 FE(R(KZE
#TAME {5 H BRERR E W] A

BC&A ( Quota )

Cluster

 BEZE—(EsiteAY— EKubernetes# &
« OB #Cluster/& FHIERFI D ECACER
Departments(0J &)

- B2 ZEEZ ( Projects )
# _EJ& Cluster 7BCACER ( Quota )

o BEH BRECEARE AR TSN 8 S R R B RN
- JRBCHME THEtESECAE
Projects
* # L& Department 7 ECACRR
« AfRECH Project AR EE T E N ECACER
- OJPUREARE—FERE - hoLUREARZUERE
« EXOPIRRERARZEH TIERIT
Workloads
» [FHREEEEPEB IR Z1E Workload (Workspace, Training or Inference)

SEEXRENMNEHESEHRERMEERELRE - ARENE R -

flan - EE LLM-Train TEEIRSE IR H100 WECERS P  BEEZEREZERMPREIFEH:
+ GPUEE

¢ CPUKZILE

¢ CPURIEEERE

#B 1 ECEA ( Over-quota )

SXEMFIUERE—SHMER NP REERWRGER - BLEREASRHRE -
BMRELERERELS "BLHEKHER, -

EEB o HHSREENFRERY  SESEERENFIREBEEFNSH - ILRTE FEERE M

Cluster

Department 2 Department 3

Project 2-a

Project 3-a

P
Project 2-b e
: -

Appliéation Depar.tment C1
Admin, Admin Researcher
ML Engineer

Project 1-a

L)
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Dashboard
Overview
Quota management
Analytics

Consumption

Overview
Cluster: runai

Add Filter

Ready / Total GPU nodes @

39/40

Go back to legacy view

Ready / Total GPU devices ® Allocated GPU devices

312/320 O 0

Allnodes Allnodes Allnodes Al workloads
Projects w  Highest Avg. GPU allocation w  Last7d w Al projects Workloads by status @
Project Department Avg. GPU allocation {, Avg. Gpu utization Workloads
nvidia detault o052 N |
Resources allocation @
§:
]
°
ovos2s  ozosamas  owoer02s 04082025
2000 o 2000 800

111 GPU devices (total) @ GPU d Hocated)  ®

Idle allocated GPU devices ®

@ rRunal o

Running workloads

0 0

Allworkloads

Pending workloads

Allworkloads

Allworkloads

To view data, first create workioads

6 Aug01-Aug 08,2025

08/08/2025

Compute resource

Select the node resources needed to run your workload

I Last used - Q

= =
= =
gpu2 cpu-only

GPU devices: 2
GPU % (of device): 100
GPU compute (Cores): 24
CPUMamery (68): 320

GPU devices: 0
CPU compute (Cores): 0.1
GPU Memory (MB): 100

+ NEW COMPUTE RESOURCE

=

—
small-fraction
GPU devices: 1

GPU % (of device): 10

CPU compute (Cores): 0.1
CPU Memory (MB): 100

=

=

half-gpu

GPU devices: 1
GPU % (of device): 50

CPU campute (Cares): 0.1
CPU Memory (MB): 100

=

=

gpul

GPU devices: 1

GPU % (of device): 100

CPU compute (Cores): 12
CPU Memory (GB): 160

=

=

gpu3d

GPU devices: 3

GPU % (of device): 100

CPU compute (Cores): 36
CPU Memory (GE): 480

Environment

Select the environment for your workload

15 Last used A4 Q

Jupyter
.

jupyter-lab

lim-server

Image: jupyter/scipy-notebook Image: runaijfrog.io/core-lim/run

aiviimv0.6.4-0,10.0

% S%

tensorboard jupyter-tensorboard

Image: tensorflow/tensorflowlate Image: gerio/run-ai-demo/jupyter

< NEW ENVIRONMENT

(@)

chatbot-ui

Image: runai jfrog.io/core-lim/lim-

app

SRR
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st -tensorboard
) Workloads @  rUNAI o
run; Workioads 1 selested
Templates
B ot Type Status. user12-workspace-test-donotusemynameplz3  Initializing (2s) X
Assets -
-
o A use) Zworkspacetest donotusemynameplz3  Workspace  Initakzi  EVENT HISTORY. METRICS Locs DETAILS
odels B
Environments ] S mason Worksgaze RN giatug over time
Compute resources
O B serzwomspocetostdonotusemymamept  Workspace  Funni
Data sources
[m} H userlZworkspace testdonotusemynameplz2  Workspace  Running
Credentials .
O B wersdesciopwornspace Workspace  Runnis
— |
(m} S userdworkspace-est Workepace  Running
=] kb morkipectL Workspace 13030 na03s nave naves 13080 nasss
) Add Filter
a 2 userSworkspace-est Workspace ! seaRH
- Date & Tie Event Ewettype Eventissuer Campanent Detaits
(m} W userBworkspace est Workspace  Running
$/08/2025, 1130557151 Status changed Initializing
] " userdworkspacetest Workspace  Initialzi
Greated container.
. N " usen2 workspace-
o 20w 19010 $/08/2025, 113055000 Created Normal abelet Pod -
donatusemynamepiz3
Container image
£/08/2025, 113055000 Pulled Normal wubelet Pod Tupytec/minimab
notebook’ aready
present on machine
Pod bound
$/08/2025, 113055000 Bound Normal bindar Pod suceasstully 10 nods
crode0.001

Last login 08/08/2025, 1128
Version: 221,34

Suceesstully assigned
pod runai-
nvidiaruser12
workspace test-
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Node Pools

L3
BROAMRANEERNTE - BXUE—H Runal S Fr—E6HY%  EEHMEERERDEME (A0 Nvida
GPU %! ) IMFRERMNNLEE (EEER/AY ) YEZREND -

B%  SHESRAAHAENSREME - fW cpu MR EEMINGE ( HIM infiniband 3812 ) - AERMWIGEME (BDBE
ZHBEETRZBEENEY ) - FRARNRZRE I EMEYSEADNEERERRRY FRTRELFRE -

.
- - .- - - -- - o © 0000 i S S e L g e s e e s U U
. 2 — - T > cesssessss=s 0 SNSessnwvvssnnenannd Nssnsssssncssnennd imsssnencsanvnnes

Grouping nodes by topology Grouping nodes by hardware type po



Project N & R1E14

wmts W)

STEP 1: #18 workspace workload(under quota)
* Projects: projl

« 1§ %:proj1-8gpu-under-quota

« Environment: jupyter-lab

» Compute resource: gpu8

« CREATE WORKSPACE

STEP 2: #11¥ training workload

* Projects: proj2

« ¥ :proj2-1gpu-under-quota
* Environment: jupyter-lab

+ Compute resource: gpul

* CREATE Training

STEP 3: #7118 workspace workload
* Projects: proj2

£ #% 2 :proj2-8gpu-under-quota
Environment: jupyter-lab
Compute resource: gpu8
CREATE WORKSPACE

mason-projl ma
RFesowces Rese

® Owet guota OCNY
(uota BCAU
s Allcared S3CU

—-—

® Over gquos Cuats ® Allocates .

mason-proj2

® Ower quota OO
Lua ‘w
s Afocaed 1 GV
® Dwrr oaets Qeors @ Mlocated ‘

Resources

¥ &) EER

www.fongcon.com.tw
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% Project &RIE(h 3 4) BmRE

STEP 1: #1i® workspace workload(under quota) mason:prejs e
* Projects: projl Rovources St
{174 proj1-8gpu-under-quota . * Owe s 0GP
« Environment: jupyter-lab « Aocated 8GR
» Compute resource: gpu8 I T I

« CREATE WORKSPACE

STEP 2: #7118 training workload(proj1 is LOW over quota priority)
» Projects: projl S~ me
*&%15 « ¥ projl-7gpu-over-quota PR . ’e
+ Environment: jupyter-lab ' e i
» Compute resource: gpu7 8 Albtined 1) (N
« CREATE TRAINING e e | N
| . L |
STEP 3: # 1% workspace workload :n”f"pmﬂ % :T_’:Tm’?
* Projects: proj2 ;
- 85 &:proj2-1gpu-under-quota ' T T
» Environment: jupyter-lab * Aocated 15 GRU * Allocated 1 GRU
« Compute resource: gpu1 I p—
« CREATE WORKSPACE © Over quota o Quats @ Allocated ¢ @ Over quuts « Quats @ Allocaned

STEP 4: #7!8 workspace workload
* Projects: proj2

« {1 # % proj2-1gpu-under-quota2
» Environment: jupyter-lab

» Compute resource: gpu1

* CREATE WORKSPACE
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Role & Responsibility

Infrastructure Administrator

Centralized cluster management - Manage all clusters from a single platform, ensuring

consistency and control across environments.

Usage monitoring and capacity planning - Gain real-time and historical insights into GPU

consumption across clusters to optimize resource allocation and plan future capacity needs
efficiently.

Policy enforcement - Define and enforce security and usage policies to align GPU consumption

with business and compliance requirements.

Enterprise-grade authentication - Integrate with your organization's identity provider for

streamlined authentication (Single Sign On) and role-based access control (RBAC).

Kubernetes-native application - Install as a Kubernetes-native application, seamlessly extending
Kubernetes for native cloud experience and operational standards (install, upgrade, configure).

Platform Administrator

Al Initiative structuring and management - Map and set up Al initiatives according to your

organization's structure, ensuring clear resource allocation.

Centralized GPU resource management - Enable seamless sharing and pooling of GPUs across

multiple users, reducing idle time and optimizing utilization.

User and access control - Assign users (Al practitioners, ML engineers) to specific projects and

departments to manage access and enforce security policies, utilizing role-based access control
(RBAC) to ensure permissions align with user roles.

Workload scheduling - Use scheduling to prioritize and allocate GPUs based on workload needs.

Monitoring and insights - Track real-time and historical data on GPU usage to help track resource

consumption and optimize costs.

@A) LERE

www.fongcon.com.tw

Al Practitioners

Optimized workload scheduling - Ensure high-priority jobs get GPU resources. Workloads

dynamically receive resources based on demand.

Fractional GPU usage - Request and utilize only a fraction of a GPU's memory, ensuring efficient

resource allocation and leaving room for other workloads.

Al initiatives lifecycle support - Run your entire Al initiatives lifecycle — Jupyter Notebooks, training

jobs, and inference workloads efficiently.

Interactive session - Ensure an uninterrupted experience when working on Jupyter Notebooks

without taking away GPUs.

Scalability for training and inference - Support for distributed training across multiple GPUs and

auto-scales inference workloads.

Integrations - Integrate with popular ML frameworks - PyTorch, TensorFlow, XGBoost, Knative,
Spark, Kubeflow Pipelines, Apache Airflow, Argo workloads, Ray and more.

Flexible workload submission - Submit workloads using the NVIDIA Run:ai Ul, API, CLI or run third-
party workloads.
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https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview
https://run-ai-docs.nvidia.com/self-hosted/getting-started/overview

B REEE1E - BCM £ Run:ai B9 1+1 > 2 3 3) BRI

B BCME ITEl - HRARSZETE. BKEE. EEERE,
B Runai B NEEl | BERE—DEH#BEAE. B3t o E,
m EE-ME B ITEHMERREIEMAS (W0 K8s + SLURM) RIS A,

NVIDIA Al Aland Data fll  nvioia NVIDIA NDIA [ nvipiaTriton® Al I . Data Engineering Experiment Tracking Modeling Training Model Serving
Enterprise Frameworks RAPIDS™ TAO Toolkit W Tensor RT™ Inference Server Frameworks
NVIDIA Base Command _

Al Workflow Management and MLOps

NVIDIA Run:ai

Job Scheduling & Orchestration

KUBERNETES SLURM

MONITORING “LUSTERING B e

. Al Lifecycle Integration Resource Management Workload Orchestration

MANAGING

Network/Storage Acceleration Libraries & Management

NETWORK IO S (o] IN-NET! OMPUTE 10 MANAGEMENT

Operating System
t

xtensions for Linux Distributions

. Infrastructure




Nvidiag A =E

[ 4
0
Al

Practitioners

Platform
Administrator

Infrastructure
Administrator

NVIDIA Al
Enterprise
Software

NGC
Catalog

NVIDIA
Run:ai

NVIDIA
Base
Command
Manager

NVIDIA
Accelerator
& Hardware

@ @ @ @ @ @2 e
Blueprints www.fongcon.com.tw

Research Assistant Customer Service Software Security Virtual Lab Video Analytics
Agent Agent Agent Agent Agent

NVIDIA NeMo Curator Customizer Evaluator Guardrails Retriever

NVIDIA NIM ’ g ’
Understanding&  Information Al Safety Digital Humans  Visual Content Digital Physical Al
Reasoning Retrieval Generation Bioloav
Community Models NVIDIA Models Custom Models
NVIDIA Run:ai
Al Lifecycle Integration Resource Management Workload Orchestration

$ MVIDLA Al Enterpnise

= /7
Q Cloud == Data Center D0 edge @"@ Embedded
NVIDIA Cloud Service Providers OEMSs NVIDIA Cloud Partners
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NVIDIA £12 Al EXEsfZ R A EEE
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